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ABSTRACT— In this research paper where Image Processing is one of the emerging areas that are catching up, and NASA has predicted it to attain main stream adoption. The research process works on the global image processing adoption clearly shows that 51% of the firms are sceptical about Object tracking and close to 35% state that technology is still immature to track ground vehicle traffic. This research tries to address on clear object registration which is the process of alignment images and to determine both a stitched image and weighting mask functions of multiple input images for image blending. The target is then modelled by extracting spectral and spatial features for accurate multidimensional images. Here multiple objects can be tracked simultaneously with user initialized starting points. Establishing the transformation process in the input image has been adopted by Scale Invariant Feature Transforms. The Object tracking is done by Linear programming in continuous video frame for efficient search. Hence, an improved Object tracking detection has been developed by viola-Jones object detection framework by calculating Bhattacharya distance for spectral featuring.
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1, INTRODUCTION
Object tracking in a complex environment has long been an interesting and challenging problem. In the remote sensing context, it has often been applied to the use of aerial or satellite imagery to track ground vehicle traffic. Algorithms have been developed to demonstrate vehicle tracking using low-rate video or visible imagery sequences collected by sensors on aircraft. Airborne process, also as spectral combined with polarimetric imaging, have additionally been wont to demonstrate the aptitude of remote sensing platforms to trace vehicles. In another application, satellite imagery along with other data sources has been used to track ships in the ocean. Additionally, synthetic aperture radar airborne and satellite sensors have also been shown to have surface object tracking capabilities.

Current satellite platforms offer limited utility for surface object tracking primarily due to inherent tradeoffs in resolution and spatial/temporal coverage. High resolution satellites located in low earth orbits with adequate resolution to resolve surface objects offer limited spatial coverage and long repeat intervals.
Satellites with short repeat intervals (minutes) are located in geosynchronous orbits and offer poor ground resolution (1km). However, as satellite technology matures and more satellites are launched into orbit, it is appropriate to consider the possibilities for racking surface objects offered by these new systems.

The view of camera has a limitation in some image processing applications. Large objects often cannot be captured in a single picture, for instance, by camera phones or personal digital assistant cameras for natural images and by microscopes for biological images. Image stitching is a process that combines two or more photographs and blends them into one. It is the main step in the generation of panoramic images, and it is widely used in remote sensing, super-resolution, and texture synthesis. The main aim of image stitching is to find a visually acceptable or seamless blending from the input images with their corresponding overlapping regions. Image stitching usually contains two steps, namely image alignment and image blending. The goal of image alignment is to find corresponding point pairs in the overlapping region of two input images. Image blending combines the two aligned images seamlessly. There are many image processing and computer vision applications in image alignment. There are many registration methods that align images taken under different camera motions. The common approach of image registration is to find some control points and match to images based on the control points under the supervised learning framework.

An automatic (unsupervised) image registration method can be found in. Brown and Lowe formulated an image-stitching problem and use invariant local features to find matchless among all the input images. In this paper, we focus on the part of image blending, and we assume that input images have been already aligned for stitching. There are two main approaches to image blending in the literature. Optimal seam methods search for a curve in the overlapping region on which the differences between two input images are minimal. Then, each image is copied to the corresponding side of the curve. When the difference between two input images is zero on the curve, there will be no visual seams on the curve.

However, the seam would be visible when there is no such curve in practice. This case happens when there is a global intensity difference between the input images. The second approach uses a weighting mask over the overlapping region to smoothen the transition between the input images. In the stitched image is a weighted combination of the input images. Other image-blending methods based on the combination of features in different resolutions.
The weighting mask spatially varies as a function of the distance from the seam. Pyramid blending smoothens the transition in each frequency band independently in the frequency domain. The key step of this kind of approach is how to determine weighting mask functions properly so that the resulting stitched image has a good visual quality. The basic idea is to find a stitched image whose pixel intensity gradient, and curvature values are close to that of input images. However, weighting mask functions associated with this optimization problems energy are still required to choose properly in order to obtain in high visual quality of image stitching results.

Earlier for tracking they used Object tracking algorithm that includes moving object estimation, target modelling, and target matching three-step processing. Histogram intersection and pixel count similarity are combined in a novel regional operator design. Multiple objects can be tracked simultaneously with user-initialized starting points. In this paper, to deal with the actual process of tracking moving objects appear in occlusion and interference problems caused by camera movement, moving object tracking system is designed by using the algorithm based on camshaft and kalman filter.

**Fig.1. Architecture Diagram**
In the occlusion processing, we use the program of linear prediction combined with kalman filter. This approach improves robustness when moving object is under occlusion. Experiments show that the system can be stable for a long time tracking moving object, even if under the condition of occlusion or camera movement. The algorithm is based on the color histogram, and therefore to ensure that the unique nature of the target color is necessary. Future works include robustness improvement of target location under the lighting condition of abrupt changes.

2, TRACKING VIDEO

Video tracking is that the method of locating a moving object (or multiple objects) over interaction, security and police investigation, video communication and compression, increased reality, control, medical imaging and video piece of writing. Video tracking will be a time overwhelming method owing to the number of information that's contained within the video. Adding additional to the quality is that the attainable ought to use beholding techniques for tracking.

3, BACKGROUND ESTIMATION

As long as there's comfortable knowledge representing the background at any given picture element over the sequence, the background may be calculable within the presence of foreground components. In ancient color-based background estimation, that models the background color because the mode of the colour bar graph at every picture element, the background should be present at a given pixel within the majority of the frames for proper background estimation. a big advantage of the employment of color and depth area within the background estimation method is that, at pixels that depth is typically valid, we will properly estimate depth and color of the background once the background is pictured in exactly a minority of the frames. For pixels that have vital invalid vary, we have a tendency to fall back to identical majority demand as color-only ways. It’s vital to notice the advantage of employing a multi-dimensional illustration. Once estimating the background vary or color severally, the background
mode may be a lot of simply contaminated with foreground statistics.

Fig. 2. Tracking video and background Estimation

Take for example, traditional background vary estimation for a scene throughout that people unit walking across a floor. Their shoes (foreground) get shut proximity with the bottom (background) as they walk. The mode knowledge of information representing the bottom depth area unit attending to be biased to some extent by the shoe knowledge. Similarly, in customary background color estimation, for a scene throughout that a private throughout a greenish-blue shirt (foreground) walks before of a wall of silence (background), the blue background color mode area unit attending to be biased slightly toward inexperienced. However, assumptive that the shoe could also be a significantly utterly totally different color than the bottom inside the initial case, that the person walks at a significantly utterly totally different depth than the enclose the second case, the combined range/color bar graph modes for foreground and background won't overlap. This may end in extra correct estimates of background statistics in every cases.

An important disadvantage in laptop vision is measuring the dissimilarity between distribution of choices, like color and texture shown in Fig. 2. The main target of this note is on the Bhattacharyya live and its derivatives. For a discussion of the applied math foundations of the Bhattacharyya live. The Bhattacharyya measure is,

\[ d_B(y) = \frac{1}{S} \sum_{s=1}^{S} \sqrt{1 - \rho_B[H_b, P_b(y)]} \]

Where,

\[ \rho_B[H_b, P_b(y)] = \sum_{t=1}^{m} \frac{h_t p_t(y)}{\Sigma_{i=1}^{m} h_i \Sigma_{i=1}^{m} p_i(y)} \]
4, OBJECT DETECTION CAMSHIFT

The camshaft algorithm can be summarized in the following steps
1. Set the region of interest (ROI) of the probability distribution image to the entire image.
2. Select an initial location of the mean shift search window. The chosen location is that the target distribution to be tracked.
3. Calculate a color probability distribution of the region centered at the mean shift search window.
4. Iterate mean shift algorithm to find the centroid of the probability image. Store the zeroth moment (distribution area) and centroid location.
5. For the following frame, center the search window at the mean location found in step 4 and set the window size to a function of the zeroth moment. go to step 3

5, OBJECT TRACKING

The goal of this text is to review the progressive following ways, classify them into totally different classes, and determine new trends. Object following normally, could be a difficult drawback. In Fig.3. Difficulties in following objects will arise as a result of abrupt object motion, dynamical look patterns of each the article and therefore the scene, nonrigid object structures, object-to-object and object-to-scene occlusions, and camera motion. Following is sometimes performed within the context of higher-level applications that need the placement and/or form of the article in each frame.
Typically, assumptions are unit created to constrain the tracking drawback within the context of a specific application. During this survey, we have a tendency to categorise the tracking strategies on the idea of the item and motion representations used, offer elaborated description of representative strategies in every class, and examine their professionals and cons. Moreover, we have a tendency to discuss the vital problems associated with tracking together with the utilization of applicable image options, choice of motion models, and detection of objects.

6. SCALE-IN Variant FEATURES TRANSFORM

The scale-invariant features square measure with efficiency known by employing a staged filtering approach. The primary stage identifies key locations in scale space by searching for locations that use maximal or minimal of a distinction of Gaussian operate. Every purpose is employed to get a feature vector that describes the native image region sampled relative to its scale-space coordinate frame. The options succeed partial invariability to native variations, like affine or 3D projections, by blurring image gradient locations. This approach is predicated on a model of the behaviour of complicated cells within the neural structure of class vision. The ensuing feature vectors square measure known as SIFT
keys. Within the current implementations, every image generates on the order of one thousand SIFT keys, a method that needs but one second of computation time. The SIFT keys derived from an image are employed in a nearest neighbour approach to compartmentalize to spot candidate object models. Assortment of keys that agree on a possible model cause square measure initial known through a remodel hash table, and so through a least-squares suited a final estimate of model parameters. Once a minimum of three keys agree on the model parameters with low residua, there's robust proof for the presence of the article. Since there could also be dozens of SIFT keys within the image of the standard object, it's attainable and nonetheless retain high levels of retain ability. The present object models square measure diagrammatically as 2nd locations of SIFT keys which will endure affine projection. Comfortable variation in feature location is allowed to acknowledge perspective projection of flat shapes at up to a sixty degree rotation off from the camera or to succulent up to a twenty degree rotation of a 3D object.

In Fig. 4 (a) we are tracking the video. Tracking in video can be categorized according to the needs of the applications; it is used in or according to the methods used for its solution. Whole body tracking is generally adequate for outdoor video surveillance whereas objects’ part tracking is necessary for some indoor surveillance and higher level behaviour understanding applications. Fig. 4(b) represents the background estimation. Background subtraction is particularly a commonly used technique for motion segmentation in static scenes. It attempts to detect moving regions by subtracting the current image pixel-by-pixel from a reference background image that is created by averaging images over time in an initialization period.

Although background subtraction techniques perform well at extracting most of the relevant pixels of moving regions even they stop, they are usually sensitive to dynamic changes when, for instance, stationary objects uncover the background (e.g. a parked car moves out of the parking lot) or sudden illumination changes occur. The Fig. 4(c) is object detection. The visual surveillance systems’ first step is detecting foreground objects. This both creates a focus of attention for higher processing levels such as tracking, classification and behaviour understanding and reduces computation time considerably since only pixels belonging to foreground objects need to be dealt with. Short and long term dynamic scene
changes such as repetitive motions (e.g. waiving tree leaves), light reflectance, shadows, camera noise and sudden illumination variations make reliable and fast object detection difficult. The Fig. 4(d) represents object tracking. Tracking objects can arise due to abrupt object motion, changing appearance patterns of the object and the scene, no rigid object structures, object-to-object and object-to-scene occlusions, and camera motion. Tracking is usually performed in the context of higher-level applications that require the location and/or shape of the object in every frame. Typically, assumptions are made to constrain the tracking problem in the context of a particular application.

7, CONCLUSION

The histogram-based correspondence matching approach recognizes the identities of object entered into an occlusion successfully after a split. The pixel-based method, like optical flow is required to identify object segments accurately. The methods we presented for “smart” visual surveillance show promising results and can be both used as part of a real-time surveillance system.
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