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ABSTRACT — Due to a rapid advancement in the electronic commerce technology, the use of 

credit cards has dramatically increased. As credit card becomes the most popular mode of 

payment for both online as well as regular purchase, cases of fraud associated with it are also 

rising. Credit card fraud is the specific crime in banking system. The credit card crime has been 

growing rapidly for the last few years. The process of making profit through credit card in the 

economy has been decreased about 8.2 crore annually in India. To avoid and predict the 

fraudulent activities on credit card application, in this paper a method of detecting the fraud 

over credit card on behalf of the cibil score. As datamining provides various ways to retrieve an 

appropriate data from the storage, here in proposed system an efficient way of matching the data 

provided by the applicants of credit card along with the cibil list to predict the fraudsters. The 

existing process of fraud detection has the drawbacks of effectiveness and scalability for multiple 

variants of data, the Scheduling for Fast Response multi-pattern matching algorithm used to 

match the large amount of attributes, In order to predict the fraudulent applicants with an 

appropriate time constraints. Together with the communal detection (CD) and spike detection 

(SD) algorithm that removes the redundant attributes and generates the credit score for cibil list 

or black list. The cibil score varies about 300 to 900, it has been recorded in the credit history 

and by considering its range the credits are provided to the lender or customer, and they are 

added to the white list. 

 
Index Terms—Data mining-based fraud detection, security, data stream mining, anomaly 
detection, Event-based (EBS) and Run-based (RBS) Scheduling. 
 
1. INTRODUCTION 
 

Generally, Datamining (sometimes called data or knowledge discovery) is the process of 
analyzing data from different perspectives and summarizing it into useful information. This 
information can be used to increase the revenue, cut costs and both. Datamining software is one 
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of the analytical tools that allow data from various categories to make a feature. Datamining in-
turns is the process of finding patterns or correlations among the enormous data [10]. 

 

In recent years, the Datamining concerns with the fraud detection process since the 
problem here approached is the credit card fraud [13]. This system identifies the fraudsters and 
does not give chance in the credit card application. The credit card fraud becomes more 
prominent because there are large amount of data similar to other data. The fraudsters can easily 
make a fake account in order to get a credit card application. There may be two ways of data 
used by the fraudsters one refers to be plausible but identical data of other customer which is 
effortless to create but more difficult to apply successfully. The other is the real identity theft that 
is illegal use of innocent people’s data [1]. 

 
The credit applications are paper-based forms or the online application form with request 

by the potential customers for credit card, mortgage loans, and personal loans. 

 

In this case of credit card fraud, count of fraudster’s increases that are highly 
experienced, organized and sophisticated [2]. Their visible patterns can be different to each other 
and constantly change. They are persistent, due to higher financial rewards the risk and effort 
involved are minimal. Based on the anecdotal observation of experienced credit card application 
investigation fraudsters can use software automation to manipulate particular values within an 
application and increase frequency of successful values [3]. 

 

The duplicate data of the fraudsters may refer to the applicants with common value. 
There are two types of duplicate data, one is exact duplicate which have all data similar to other 
data and another duplicate is the near duplicate (i.e.) approximately similar data with some 
alteration in the spellings. This system of credit card fraud detection argues that each successful 
credit application fraud pattern is represented by a sudden and sharp spike in duplicate within a 
short time [9]. 

 

The applicant who are new to the credit card application but have the facility of other 
credit service such as personal loan, mortgage loan but committed a crime are listed towards the 
blacklist or the cibil list which consists of the fraudsters data. Hence these kinds of persons are 
checked for the cibil score that varies 300 to 900 [10] that are generated by the spike detection 
(SD) algorithm are consider whether to provide further service or not. 

 
This approach of credit card fraud detection uses another database of Whitelist which 

stores the innocent applicants of credit card. Whitelisting uses real social relationships on a set of 
attributes [4]. 

 

1.1 Main challenges in fraud detection system 

 
Generally fraud is the unauthorized activity taking place in various applications and the 

process of identifying the unauthorized person is said to be the fraud detection.  
The detection system needs “Defence in Depth” with multiple, sequential and independent layers 
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of defence [5] to cover different types of attacks.  
The two main challenges for the Datamining based layer of defence are adaptivity and the 

use of quality data. These challenges are need to be addressed in order to reduce false positives 
[3]. 

 

Adaptivity 

 
Adaptivity denotes to the morphing of fraud behaviour. In credit application domain, 

changing legal behaviour is exhibited by communal relationships (such as rising/falling number 
of siblings) and can be caused by external events. That is the legal behaviour is quiet difficult to 
differentiate from fraud behaviour. 

 

Quality data 

 
Quality data are highly desirable for Datamining. The quality of data can be increased by 

removing the errors in data. The detection system has to find the duplicates and ignore the 
redundant attributes. 
 
2. EXISTING SYSTEM 
 

The main objective of existing research was to achieve resilience by adding two new, real 

times, data mining-based layers to complement the two existing non-data mining layers 

discussed in the section. These new layers improved detection of fraudulent applications because 

the detection system can detect more types of attacks, better account for changing legal 

behaviour, and remove the redundant attributes. 

 
These new layers were not human resource intensive. They represent patterns in a score 

where the higher the score for an application, the higher the suspicion of fraud (or anomaly). In 

this way, only the highest scores require human intervention. These two new layers, communal 

and spike detection do not use external databases, but only the credit application database per se. 

And crucially, these two layers are unsupervised algorithms which are not completely dependent 

on known frauds but use them only for evaluation. 

 
The main contribution of this paper is the demonstration of resilience, with adaptively 

and quality data in real-time data mining-based detection algorithms. The first new layer was 

Communal Detection (CD): the whitelist-oriented approach on a fixed set of attributes. To 

complement and strengthen CD, the second new layer was Spike Detection (SD): the attribute-

oriented approach on a variable-size set of attributes. 

 
The second contribution was the significant extension of knowledge in credit application 

fraud detection because publications in this area were rare. In addition, this research uses the key 

ideas from other related domains to design the credit application fraud detection algorithms. 

 

ISRJournals and Publications Page 377



International Journal of Advanced Research in

  Computer Science Engineering and Information Technology

Volume: 3 Issue: 1 26-Jun-2014,ISSN_NO: 2321-3337 

 

Finally, the last contribution was the recommendation of credit application fraud 

detection as one of the many solutions to identity crime. Being at the first stage of the credit life 

cycle, credit application fraud detection also prevents some credit transactional fraud. 
 

The communal and spike detection alone can handle the prediction process of fraud. Here 

there is a drawback of scalability, efficiency of matching, long time constraints, imbalanced 

classes of data etc [3]. 

 
There exist a fusion approach which uses the Dempster – Shafer theory, Bayesian 

learning and rule based filtering to predict the credit card fraud that results shows good 
results but it leads to the generation of too many false predictions [6]. 
 
3. PROPOSED SYSTEM 
 

The main objective of this project is to detect the credit card fraud detection in the very 

initial stage of credit card application. This system uses the efficient approach for prediction of 

general frauds and crime activities. In order to achieve the identification of fraud this paper 

proposes two layers to complement the existing system are the Communal Detection (CD) and 

Spike Detection (SD) along with two static scheduling algorithms: Event-based (EBS) and 

Run-based (RBS) Scheduling, then come up with a hybrid method called Fast Response Time 

Scheduling (FRTS) to dynamically manage the scheduling in order to further reduce the average 

response time.[8] 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1 
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The processes involved in this paper have the contribution of Cibil score that are assigned 

to the applicants. Higher the score lower the risk in providing the application. Initially the score 

is assigned to be 900 which may be varied by the transaction and other crime history of customer 

(Fig.1). The Cibil score is about 300 to 900, lower the score results more risk of providing the 

credit card [12]. 

 
The main contribution of this project is to achieve the challenges of adaptively, and 

quality data. And the existing drawbacks of effectiveness, scalability, high response time, 

efficiency, imbalance of data, false predictions etc. Being the first stage of credit life cycle the 

fraudulent applicant is detected and hence the further transaction crimes will be prevented. 
 
4. METHODOLOGY 
 

This section is divided into three, to systematically explain the CD algorithm, SD 
algorithm and Multi pattern matching algorithm with clear discussion about their purposes. 
 
4.1 Communal Detection 

 

This section motivates the need for CD and its adaptive approach. Suppose there were 

two credit card applications that provided the same postal address, home phone number, and date 

of birth, but one stated the applicant’s name to be John Smith, and the other stated the applicant’s 

name to be Joan Smith. These applications could be interpreted in three ways: 
 
1. Either it is a fraudster attempting to obtain multiple credit cards using near duplicated data.  
 
2. Possibly there are twins living in the same house who both are applying for a credit card.  

 
3. Or it can be the same person applying twice, and there is a typographical error of one character 
in the first name.  

 

With the CD layer, any two similar applications could be easily interpreted as (1) because 

this paper’s detection methods use the similarity of the current application to all prior 

applications (not just known frauds) as the suspicion score. However, for this particular scenario, 

CD would also recognize these two applications as either (2) or (3) by lowering the suspicion 

score due to the higher possibility that they are legitimate. 

 
To account for legal behavior and data errors, CD is the whitelist-oriented approach on a 

fixed set of attributes. The whitelist, a list of communal and self-relationships between 

applications, is crucial because it reduces the scores of these legal behaviors and false positives. 

Communal relationships are near duplicates which reflect the social relationships from tight 

familial bonds to casual acquaintances: family members, housemates, colleagues, neighbors, or 

friends [3]. The family member relationship can be further broken down into more detailed 

relationships such as husbandwife, parent-child, brother-sister, male-female cousin (or both 
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male, or both female), as well as uncle-niece (or uncle nephew, auntie- niece, auntie-nephew). 

Self-relationships highlight the same applicant as a result of legitimate behavior (for simplicity, 
 
self-relationships are regarded as communal relationships). Broadly speaking, the whitelist is 

constructed by ranking link-types between applicants by volume. The larger the volume for a 

link-type, the higher the probability of a communal relationship. On when and how the whitelist 

is constructed, it is in the CD algorithm [3]. 

 

This section explains the need for CD, its approach and working in real time. The CD 

algorithm is mostly based on the Cibil score on a fixed set of attributes. The CD can be used to 

compare the current application with the prior one based on the similarity in the attributes. In 

general, CD is a Whilelist based approach and crucial to reduce the score in terms of communal 

and self-relationships. The communal relationship reflects the family bonds and legitimate 

behavior of the same applicant. The Whilelist is constructed by link-types and its volume. 

 

The CD algorithm works in real time by exact or similar matches between categorical 

data, giving scores. It consists of nine inputs, three outputs and six steps. The overall stream 

consists of minidiscrete and microdiscrete streams of data from current and previous applicants. 

The algorithm reconstructs the Whilelist for a period of time and reset the parameter values. 
 
Overview of Communal Detection Algorithm 
 

 

Inputs 
Vi -current application  
W -number of Vj (previous application) 

Rx, link-type – link-type in current Whilelist 

Tsimilarity - String similarity threshold 

Tattribute - attribute threshold 
Ŋ - Duplicate filter 

Α - exponential smoothing factor 

Tinput - input size threshold 
SoA - State of Alert 

 

Outputs 
S (Vi) - Cibil score  
Same or new parameter value  
New Whilelist 
 
 

 

 

CD Algorithm 
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1. Multi-attribute link- match current application value (Vi) against W number of previous 

application value (Vj) to determine if a single attribute exceeds Tsimilarity and create multi 

attribute links, if near duplicates exceeds Tattribute or an exact duplicates time difference 
exceeds Ŋ.   2. Single–link score- calculate the single link score (attribute weight) by matching multi-link attribute with Rx, link-type. It focuses on single link between two applications.  

3. Single-link average previous score- calculate average previous score from linked previous 
application for inclusion into current application score.   

4. Multiple-link score- calculate Cibil score based on every link and average previous 
application score.   

5. Parameter value change- determines same or new parameter value through SoA. In first case, 
when input size is high and output Cibil score is low, the SoA values to low. In second case, 
the SoA value is high when the condition is opposite to first case.   

6. Whilelist change- the link types are sorted in the decreasing order by number of links and 
higher ranked link type are given low link type weight. The new Whilelist is founded at the 
end of gx.  

 
4.2 Spike Detection 

 

This method is contrast to the CD method. The need of SD is to improve the resilience 

and adaptivity. The SD Cibil score is calculated on redundant attributes that are continually 

filtered. Only selected attributes in the form not-too-parse and not-too-dense attributes are used. 

SD strengthens CD by providing attributes weight, reflecting the degree of importance of the 

attribute. This method trades off effectiveness for efficiency to improve computation speed. The 

SD is attribute-oriented approach on a variable set of attributes and based on blacklist approach. 
 
Overview of Spike Detection Algorithm Design 
 
Inputs 
Vi-current application  
W-number of Vj (previous application) 
t- current step  
Tsimilarity - String similarity 
threshold Ө - time difference filter  
α - exponential smoothing factor 

 

Outputs  
S (Vi)- Cibil score 
wk- attribute weight 
 

 

SD Algorithm 
 
1. Single-step scaled counts- matches’ current value (Vi) against W number of moving window  

Vj to determine if a single value exceeds Tsimilarity and time difference exceeds Ө. The first 
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case is used for cross matching between current and previous value and time. The second case 
is non-match as the values are not similar.  

2. Single Value spike detection- calculates current values score based on weighted average using  

α of t.   
3. Multiple value score- calculate S(Vi) for every current application score using all values score 

and attribute weights.   
4. SD attributes selection- determines wk for SD at end of gx, highlighting the probe-reduction 

of selected attributes.  
5. CD attribute weights change determines wk for CD at end of gx. 
 
4.3 Multi-Pattern Matching Algorithm 
 

This  method  consists  of  two  basic  method  of  scheduling  approaches,  Event-Based  
Scheduling (EBS) and Run-Based Scheduling (RBS). 
 
1) Event-based Scheduling EBS(S, R,O). 

 

All the runtime patterns test the same event ei for possible state transitions before 

processing the next event ei+1. We call this scheduling approach Event-based Scheduling. The 

runtime patterns’ processing order for ei is Oi. For example, given the event stream S = {e1, e2}, 

and runtime pattern set R = {r1, r2} with the order O = {o1, o2} where o1 = o2 = {1, 2}. If we 

use the <{runtime pattern}, event> pair sequence to demonstrate the scheduling process, the 

event processing order should be < {r1, r2}, e1 >, < {r1, r2}, e2 >. In this scheduling approach, 

each event is tested by multiple runtime patterns in each round. Therefore, we also call it “n : 1” 

method. 
 
2) Run-based Processing RBS(S, R,O, L). 

 

Each runtime pattern is being processed until it is matched or is rejected, then the next 

runtime pattern can start to be processed. The events in the buffer may be revisited many times. 

This approach is called Run-based Processing. The order of processing runtime patterns is O. To 

avoid long waiting time for the runtime patterns which do not have matchings, a longest 

execution time l j for r j is defined by user or by system. For example, given the event stream S = 

{e1, e2}, and runtime patterns R = {r1, r2}. The order O = {1, 2}. The upper bound of execution 

time L = {2 events, 2 events}, then, the event processing order should be < r1, e1 >, < r1, e2 >, < 

r2, e1 >, < r2, e2 >. In Run-based scheduling, each runtime pattern tests multiple events in each 

round. Thus, it is also called “1 : m” method. 
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Pseudo code of Fast Response Time Scheduling Algorithm 
 
1: for each query q in the query set do  

2: create a root run and put it into the pending list;  

3: end for  
4: while ! the end of event stream do  

5: check if the input event buffer has been updated with new events since last check;  

6: if the input event buffer has been updated then  

7: sort the pending list by the priority of runtime pattern in descending order;  

8: merge the pending list into the running list with order preservation;  

9: end if  
10: if if the running list is not empty then  

11: select the first K runs in the running list;  

12: for each run r in the K runs do   
13: execute r until it reaches pending or stopped state;    
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14: put the generated child runs into the children list;  

15: if r stops then  

16: destroy r;  

17: else  
18: move r from the running list to the pending list;  

19: end if  

20: end for  
21: sort the children list by the priority of runtime  pattern in descending order;  

22: merge the children list into the running list with order preservation;  

23: end if  

24: end while  
 

 

5. CONCLUSION 

 

The main target that focused in this project is to safeguard the credit application in the 

initial stage of credit life cycle. The implementation of Multi pattern matching algorithm in order 

to compare the attributes makes the identification process reliable with less time complexity. 

Here the two main challenges of adaptivity and quality of data have been achieved with balanced 

data load. This project has been proposed with the efficiency in scalability by updating the 

evaluation of data. 
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