Enabling efficient rebroadcast for reducing routing overhead in MANETs
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Abstract - Mobile Ad Hoc NETwork is a wireless network formed by wireless nodes without any help of infrastructure. In this network, nodes are mobile and can communicate dynamically in an arbitrary manner. The network is characterized by the absence of central administration devices like base stations and access points. One of the fundamental challenges in Mobile Ad Hoc NETwork is to discover the route with good performance and less overhead. The overhead of a route discovery cannot be neglected. Limiting the number of rebroadcasts can optimize the broadcasting. Enabling efficient rebroadcast for reducing routing overhead in Mobile Ad Hoc NETwork is used to reduce the number of retransmissions and routing overhead. The probabilistic rebroadcast algorithm is used to calculate the Covered Neighbor set and UnCovered Neighbor set for broadcasting. Broadcasting based on probabilistic rebroadcast algorithm can effectively discover the route by using the additional coverage ratio and connectivity factor. Simulation results are demonstrated using NS-2 Simulator. From these results, the proposed system significantly decreases the number of retransmissions, routing overhead and increases the routing performance.

Index terms - Mobile Ad Hoc Networks, Route Request, Connectivity factor.

I. INTRODUCTION

Mobile Ad Hoc NETworks (MANETs) [5] consist of a collection of mobile nodes that can move freely. These nodes can communicate without any aid of infrastructure and can be deployed for many applications such as battlefield, disaster relief and civilian applications. One of the fundamental challenges in MANETs is to design a routing protocol with good performance and less overhead. Ad hoc on-demand Distance Vector Routing (AODV) and Dynamic Source Routing (DSR) are some of the on-demand routing protocols that improve the scalability of MANETs by reducing the routing overhead in route discovery. The node mobility in MANETs causes frequent link breakages may lead to frequent path failures and route discoveries. Thus, reducing routing overhead in route discovery is an essential problem. Many routing protocols have been suggested for MANETs over the past few years. Routing protocols are mainly used to find the route to the destination for sending the packet. In general, the routing protocols for MANETs fall into three categories based on the initiation of route discovery process such as Proactive Routing, Reactive Routing and Hybrid Routing. Destination Sequence Distance Vector routing (DSDV) is the example for proactive routing. Ad hoc on-demand Distance Vector Routing (AODV) and Dynamic Source Routing (DSR) are the examples for reactive routing. In conventional on-demand routing protocols, the route discovery is done by using either flooding technique or broadcasting technique. In flooding technique, source node blindly flood the Route REQuest packet (RREQ) [8] to all the other nodes that are present in the network until it find the route to the destination. Flooding of RREQ packet to all the other nodes continues until the source node gets the reply from the destination. This causes severe overhead. In broadcasting technique, the source node has to find the route to the destination node. The source node broadcast RREQ [1] only to its neighbors. The neighbors of the source node start to rebroadcast the RREQ packet to their neighbors. The broadcasting of the RREQ packet continues until it finds the route to the destination. Flooding of RREQ packet to all the other nodes continues until the source node gets the reply from the destination. This causes severe overhead. In broadcasting technique, the source node needs to optimize broadcasting in route discovery. For that, Broadcasting based on neighbor coverage information is mainly used to effectively exploit the neighbor coverage knowledge using a rebroadcast delay. The rebroadcast delay is needed to determine the rebroadcast order and additional coverage ratio. It is also used to keep the network connectivity and reduce the redundant retransmissions. A metric named connectivity factor is needed to determine the number of neighbors that receive the RREQ packet. Additional coverage ratio and connectivity factor are combined to obtain rebroadcast probability. Rebroadcast probability can be used to reduce the number of rebroadcasts of the RREQ packet to
reduce the number of rebroadcasts of the RREQ packet to improve the routing performance.

II. RELATED WORK

Broadcasting is an important technique used to find the route to the destination. But the routing overhead associated with broadcasting is quite large in dynamic networks. Williams et al [6] proposed comparison of broadcasting technique for Mobile Ad Hoc Networks. It uses simple flooding technique and counter based scheme. In this, source node blindly flood the RREQ packet to all the other nodes until it find the route to the destination. This technique failed to operate in congested networks.

Perkins et al [1] proposed Ad Hoc On-demand Distance Vector Routing. AODV uses the simple broadcasting technique. In this technique, source node broadcast RREQ packet only to its neighbors. The neighbor of source node broadcast RREQ packet to its neighbors. It continues until it finds route to the destination. This technique is not suitable for more than 50 nodes.

Zhang et al [7] proposed a probabilistic broadcasting scheme based on coverage area and neighbor confirmation. This technique uses the coverage area to set the rebroadcast probability. It also uses the neighbor confirmation to guarantee reach ability.

Wu et al [4] proposed routing overhead as a function of node mobility modeling framework and implications on proactive routing. It uses proactive routing technique. The nodes maintain a table of routes to every destination in the network and periodically exchange messages. Every time the routes to destinations are ready to use. The disadvantages of this routing are every time routes to destinations are updated, even if it is not used.

Johnson et al [2] proposed the dynamic source routing protocol for Mobile Ad Hoc Networks. It uses DSR protocol. In DSR, every node is responsible for confirming the next hop in the source, until confirmation is received from the next hop. Route receives the packet. Each packet is only forwarded once by a node (hop-by-hop routing). If a packet cannot be received by a node, it is retransmitted. The disadvantage is that the same node will receive same RREQ packets again and again.

Mohammed et al [12] proposed On the reduction of Counter-based Broadcast scheme for Mobile Ad Hoc Networks. It uses counter based technique to find the route to the destination. In counter based technique, a counter threshold is chosen and initialize counter c=1, if the broadcast message is received for the first time. If the counter value is less than the counter threshold value, rebroadcasting continues.

If the counter value is greater than the counter threshold value, rebroadcasting cannot be done. The disadvantage is every time node has to check whether it is less than the counter threshold value or not.

Jing Jing Xia et al [13] proposed neighbor coverage based probabilistic rebroadcast for reducing overhead in MANETs. It uses the NCPR protocol. It considers the neighbor coverage knowledge. The disadvantage is that the same node will receive the same RREQ packet again and again. It creates routing overhead in Mobile Ad Hoc Networks.

III. ENABLING EFFICIENT REBROADCAST FOR REDUCING ROUTING OVERHEAD

The initial motivation of the system is to optimize broadcasting in route discovery. To optimize the rebroadcast in a more efficient manner, Enabling efficient rebroadcasting for reducing routing overhead in MANETs is used by combining the advantages of neighbor coverage and probabilistic rebroadcasting methods. The main objective of this technique is to reduce the number of rebroadcasting and to reduce the routing overhead.

A. Rebroadcasting Delay

Rebroadcasting delay is to determine the forwarding order. The node that has the more common neighbors with the previous node has the lower delay. Rebroadcast delay enables the information that the nodes have transmitted RREQ packet spread to more neighbors. If node Pi receives the RREQ packet from its previous node K, node K can use the neighbor list in the RREQ packet to estimate number of neighbors have not been covered by the RREQ packet. If node Pi has more neighbors uncovered by the RREQ packet from node K, the node Pi rebroadcast the RREQ packet; the RREQ packet can reach more number of neighbor nodes.

B. Enabling Efficient Rebroadcast Technique

The main contributions of this approach are to calculate the rebroadcasting delay and rebroadcasting probability. The rebroadcast delay is to determine number of nodes that having more neighbours. The rebroadcast probability is calculated by considering the information about the additional coverage ratio and connectivity factor. Additional coverage ratio is the ratio of the number of nodes that should be covered by a single broadcast to the total number of neighbors. Connectivity factor reflects the relationship of network connectivity and number of neighbors of a given node. It determines number of covered neighbours and uncovered neighbours. Using this technique, the broadcast storm problem is avoided and reducing the routing overhead.
C. Rebroadcast Probability

Rebroadcasting probability considers the information about the UCN and connectivity metrics. The node that has a larger rebroadcast delay may listen to RREQ packets from the nodes that have lowered one. It is not needed to adjust rebroadcast delay because rebroadcast delay is used to determine order of disseminating neighbor coverage details. If the timer of rebroadcast delays of node Pi expires, the node obtains the last UCN set. The nodes belonging to that UCN set are the nodes that need to receive and process the RREQ packet. If the node does not receive any duplicate RREQ packets from its neighbor, there is no change in uncovered neighbour set. The last UCN set is set to the rebroadcast probability.

The mobile node is located in the area close to the sender means it has smaller additional coverage area Ould-Khaoua et al [8] and its neighbors may receive the same broadcasting message from others. Broadcasting probability is set as lower. If a mobile node is located in the area far away from sender means its additional coverage area is large, its rebroadcasting probability is set higher.

Each and every node has to maintain the routing table. The routing table consists of source id, destination id, and neighbors list and additionally it consists of the list that having the number of neighbors that already receives the RREQ packet and the number of neighbors that not yet receives RREQ packet. To determine covered and uncovered neighbors, using the mathematical formulation,

\[ U(pi) = N(pi) - [N(pi) \cap N(s)] - \{s\} \]

Where, \( U(pi) \) - Uncovered Neighbors set,
\( N(pi) \) - Neighbors sets of node \( ni \), \( S \) - Source node
\( N(s) \) - Neighbors sets of source node \( s \).

Every node has to monitor the routing table of its neighbors and also its own routing table. From that, node will broadcast the RREQ packet only to the neighbors that not yet receives the RREQ packet and it avoid sending the RREQ packet to the neighbors that already receives the RREQ packet.

IV PERFORMANCE EVALUATION

A. Simulation Model and Parameters

To evaluate the performance of proposed system, compare it with some existing techniques using NS-2 Simulator. There are 50 nodes created that can run in 1000m X 1000m square region in simulation environment. Assume that all the nodes can run in constant speed with the transmission range 250m. Bandwidth is taken as 2mbps and packet size is 512bytes. The simulation parameters are helpful in simulating the proposed system.

<table>
<thead>
<tr>
<th>Simulation Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulator</td>
<td>NS-2 (V2.30)</td>
</tr>
<tr>
<td>Topology Size</td>
<td>1000m X 1000m</td>
</tr>
<tr>
<td>Number of Nodes</td>
<td>50, 100, ..., 300</td>
</tr>
<tr>
<td>Transmission Range</td>
<td>250m</td>
</tr>
<tr>
<td>Traffic Type</td>
<td>CBR</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>2Mbps</td>
</tr>
<tr>
<td>Packet Size</td>
<td>512 bytes</td>
</tr>
<tr>
<td>Packet Rate</td>
<td>4 packets/sec</td>
</tr>
<tr>
<td>Pause Time</td>
<td>0s</td>
</tr>
<tr>
<td>Min Speed</td>
<td>1 m/s</td>
</tr>
<tr>
<td>Max Speed</td>
<td>5 m/s</td>
</tr>
</tbody>
</table>

B. Performance Metrics

In enabling efficient rebroadcast technique, each and every node has to send hello packet within its communication range to update their neighbors. All the nodes have to maintain the cache to store the neighbor list temporarily. Source node starts to broadcast the RREQ packets to its neighbors. Finding the covered and uncovered neighbors sets by using connectivity factor. According to the connectivity factor, nodes start to broadcast received RREQ packets.

Determining the nodes that having more number of neighbors by using Rebroadcast delay. Each and every node monitors the routing table of its neighbors to avoid sending same RREQ packets. Nodes send the RREQ packets to the uncovered neighbors. If duplicate packets are received for the same node, the node compares the list of neighbors in the RREQ packet with the neighbor list that is present in the cache. Adjusting the neighbor lists that are present in the cache. In order to evaluate performance of the proposed scheme, comparing the proposed scheme with existing scheme by using NS-2 Simulator. Conventional AODV routing is compared with the proposed scheme. The performance can be
compared and evaluated by using the following performance metrics.

*Throughput*: Throughput is one of the metrics to evaluate the performance. It refers to the number of data that can be transferred from one location to another in a given amount of time.

*Routing overhead*: The average number of transmitted control bytes per second, including both the data packet header and the control packets.

*Packet drop*: Packet drop is one of the metrics defined as number of packet lost to the total number of packets send.

C. Results

Enabling efficient rebroadcasting for reducing routing overhead in MANETs is evaluated by comparing it with AODV protocol using the NS-2 Simulator. Fig. 1 shows routing overhead of the proposed protocol over AODV protocol. It shows that comparing to AODV, proposed protocol having less overhead.

The throughput of the proposed protocol over AODV protocol is shown in Fig. 2

V CONCLUSION

Enabling efficient rebroadcast for reducing routing overhead in MANETs is proposed to reduce the number of rebroadcasting and routing overhead in MANETs. It includes neighbor coverage information that considers rebroadcasting delay and connectivity factor. Connectivity factor identifies the covered neighbors and uncovered neighbors. The proposed system reduces number of rebroadcasting than the flooding and counter based methods. Because of less redundant rebroadcast, the proposed system reduces the network collision and contention and increase the packet delivery ratio. Simulation results are defined using Network Simulator version 2. From the Simulation results the proposed system has high packet delivery ratio and low routing overhead Link failure is the important problem in MANETs. Link failure occurs, the source node has to discover another path for sending the packet to destination. Instead of discovering the path for sending the packet, the neighbor nodes of the failed link takes the backup and starts to send the packet. The source node need not discover another path for sending the packet. This is the future enhancement of the system.
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